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We study correspondence between a phase oscillator network with distributed natural frequencies and
a classical XY model at finite temperatures with the same random and frustrated interactions used in the
Sherrington-Kirkpatrick model. We perform numerical calculations of the spin glass order parameter ¢ and the
distributions of the local fields P(R), where R is the amplitude of the local field. As a result, we find that the
parameter dependences of P(R) in both models agree fairly well in all ranges of parameters in the spin glass phase
and those of g agree at least for lower values of parameters in the spin glass phase, if parameters are normalized
by using the previously obtained correspondence relation between two models with the same other types of
interactions. Furthermore, we numerically calculate the time evolution of quantities such as the instantaneous
local field in the phase oscillator network in order to study the roles of synchronous and asynchronous oscillators.
We also study the self-consistent equation of the local fields in the oscillator network and XY model derived by

the mean-field approximation.
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I. INTRODUCTION

The classical XY model which describes magnetism has
been studied and a lot of phase transition phenomena have
been found [1]. On the other hand, there are a lot of syn-
chronization phenomena in nature such as circadian rhythms,
heartbeats, collective firing of fireflies, and so on [2,3]. For
such synchronization phenomena, a phase oscillator model
which describes oscillations only by phases has been proposed
[4], and the synchronization-desynchronization phase transi-
tion point has been analytically obtained in the case of the
uniform infinite-range interaction [5]. The models which are
described only by phases are not special in the sense that the
differential equations for phases are derived when nonlinear
differential equations which exhibit limit cycle oscillations are
weakly coupled [6]. The phase oscillator model with the uni-
form infinite-range interaction is called the Kuramoto model.
Since Kuramoto proposed the model, there have been many
extensions of the model, and many interesting phenomena
such as chimera states and the synchronization due to common
noises have been found, and attempts to identify a dynamical
system from experimental data have been made [7].

In the XY model and the phase oscillator network with the
same interaction, the order parameters are the same, and it
is trivial that the XY model with zero temperature and the
phase oscillator network with uniform natural frequencies are
equivalent, but thus far no relations between these two models
have been found beyond this. A few years ago, for a class
of infinite-range interactions, we found the correspondence
between the XY model with nonzero temperature and the
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phase oscillator network with distributed natural frequencies
[8]. Specifically, temperature T in the XY model corresponds
to the width of distribution of natural frequencies in the
oscillator network, e.g., T corresponds to /2/mo where o is
the standard deviation when the distribution is Gaussian. The
integration kernels for the saddle point equations (SPEs) for
the XY model and the self-consistent equations (SCEs) for the
phase oscillator network correspond as well. Furthermore, for
several interactions, there exists one-to-one correspondence
between solutions for both models, and thus it is found that
the critical exponents are the same in both models [9].

When we study models with the interactions for which
the correspondence between two models is known to exist,
if we derive the SPEs or SCEs, their solutions, and critical
exponents for one model, we can obtain those of the other
model by using the correspondence between the two models.
Also, if we find interesting behaviors in one model, similar
kinds of behaviors are expected to be observed in the other
model, at least at very low temperature 7 or standard deviation
o, because the two models are the same at T =0 and 0 =
0. Therefore, it is very interesting and important to clarify
interactions for which the correspondence between the two
models exists.

So far, it has been found that correspondence holds when
a few order parameters exist and their SPEs and SCEs are
derived for a class of infinite-range interactions with or with-
out randomness and without frustration. On the other hand,
even if interactions are infinite range, if they are random and
frustrated, the correspondence between the two models has
not yet been clarified. Random and frustrated interactions
are very interesting in themselves, because not only is ran-
domness ubiquitous in nature but also nontrivial phenomena
such as spin glass phases exist in some models. One such
interaction was studied by Sherrington and Kirkpatrick and is
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called the Sherrington-Kirkpatrick (SK) model [10]. We study
this interaction in this paper.

It is well known that the SK model exhibits the spin glass
phase for some parameter ranges. In the spin glass phase, the
total magnetization is zero, but locally each spin is frozen and
has nonzero local magnetization. The spins with continuous n
components are also studied in Ref. [10], and the SPEs are
derived and the spin glass phase is obtained. On the other
hand, for the phase oscillator network, more than two decades
ago, a numerical study for the SK interaction was performed
by Daido and nontrivial behaviors were obtained [11]. That
is, the quasientrainment state was observed, in which the
substantial frequency for each oscillator is very small, but
phases between two such oscillators diffuse slowly. Further-
more, the distribution of the local fields (LFs) undergoes a
phase transition in which the peak position of the distribution
changes from zero to nonzero value as a parameter changes
and this is called the volcano transition.

In this paper, we perform numerical calculations and study
the spin glass order parameter ¢ and distributions of LFs
in both models. In addition, in order to study the roles of
synchronous and asynchronous oscillators in the phase os-
cillator network, we numerically calculate the time evolution
of quantities such as phases and the local fields, and derive
the SCEs of the LFs assuming that only the synchronous
oscillators exist. Similarly, in the XY model, by using the naive
mean-field approximation, we derive the SCEs of the LFs.
We compare theoretical results with numerical ones in both
models.

The structure of this paper is as follows. In Sec. II, we
formulate the problem and describe the SPEs. In Sec. III,
we show the results of numerical simulations. Summary and
discussion are given in Sec. IV. In the Appendix, we derive
the disorder averaged free energy per spin and the SPEs under
the ansatz of the replica symmetry in the XY model.

II. FORMULATION

The classical XY model consists of N XY spins X; =
(cos¢j,sing;), (j =1,---,N), where ¢; is the phase of the
Jjth XY spin. The Hamiltonian H is given by

N
H=- ijk cos(p; — dr), (1)

j<k

where Jj; is the interaction between the jth and kth XY spins.
On the other hand, in the phase oscillator network, each
oscillator is described by a phase. Let ¢; be the phase of the
Jjth phase oscillator. The evolution equation for ¢; is given by

do; .
d_;zwj+k2=l:ijSin(¢k_¢j)’ @

where Jj; is the interaction from the kth to jth phase oscilla-
tors and the constant w; is the natural frequency. We assume
that w; is a random variable generated from the probability
density function g(w). We assume that g(w) is one-humped
and symmetric with respect to its center wy. In this paper, for
g(w) we adopt the Gaussian distribution with mean zero and
standard deviation o, N/(0, o2). We assume both systems have

the following SK interaction in common:
J

——Zjk,
VN
where zj is a random variable obeying the Gaussian
distribution N(0, 1). Moreover, we assume J;; =0 and
Jix = Jij(j # k).

Now, by using the replica method, we derive the SPEs for
the XY model, which is originally obtained in Ref. [10].

First, in the XY model, we define the following spin glass
order parameter g:

Ty = 3)

1Nit‘.‘ 1Ni’?‘7—f.‘
q = Max ﬁ;e((ﬁ] ¢/) s ]T];e(% ((P/)) , @

where i = /=1, ¢7 (1 < j<N) and ¢f (1< j<N)are
phases of two replicas o and B that have the same inter-
action {J;}. The first argument is calculated by the phase

difference between ¢% and ¢§ , and the second argument is

calculated by the phase difference between ¢ and —qbf . Since
the Hamiltonian (1) has the reversal symmetry, that is, it is
invariant under the reversal of signs of phases {¢;} — {—¢;},
we calculate the summation for the reversal phase —qﬁf shown
in the second argument. Since we setJ = 1, then ¢ > 0 when
the system is in the spin glass state, and ¢ = 0 when it is in
the paramagnetic state. This order parameter is exactly the
same as that obtained by Sherrington and Kirkpatrick [10].
We derive the SPE for the spin glass order parameter. See the
Appendix for details.

Introducing n replicas, we define the following order pa-
rameters. For o < B,

1 1
o= N Y "cosgf cosgl, ¢ = N Y sin¢f' sing,
Q)
af _ l E Ccos ¢u¢ sin ¢ﬂ qaﬂ = i E sin ¢a Ccos (i)ﬂ
CcS N - 1 1 SC N - 1 i

(6)

andfora =1,---,n
1 1 . N
Qh= 4 D cos gl QL= D sin’ g
i i

1
o = N Zcos @7 sin @,

By using the standard recipe, we obtain the disorder aver-
aged free energy per spin f = — limy_ o, (BN)"'log Z by the
replica method, where 8 = kBLT, kg 1s the Boltzmann constant,
and Z is the partition function. We set kg = 1. Here, -~ im-
plies the average over {J;;}. Assuming the replica symmetry,

we obtain

r 1 182‘]2 2 2 2 2 2 2 2
fRS = _E T(qcc + s + qes + 9sc — Qcc - st - 2ch)

+ f Dx / Dylog / d¢M(¢|x,y)}, )
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FIG. 1. Temperature dependence of the sample average of ¢ in
the XY model. (a) N = 100. (b) N = 500.

M(¢lx, y)
,BZJZ ,32]2 ’
= expl:T(Qcc - CICC)COSZ ¢+ T(st_ gss) sin® ¢
+,32]2(ch - w) sin ¢ cos ¢
_( Gestase 2
+ﬁ]\/QchbS (—2 ) cos ¢ x
qSS
+[3J<qm+q;c cos ¢ + \/q smd)) i| (8)
2 /—qs SS
Here, we assume ¢y > 0,¢gcc > 0 and gecqss > (qcsw;qsc 2.

From this, we obtain the following SPEs:
Occ = [(cos?9)], Qs = [(5in* §)] =1 — Occ,

Ocs = [(sin ¢ cos )], 9)
Gee = [(c0s ¢)?], gss = [(sin ¢)?],
qcs = [{sin @) (cos ¢)] = gsc, (10)
-] = /Dx/Dy
[deM($lx,y) -
. = . 11
G = T oM. ) (1

q defined by Eq. (4) is rewritten by using these quantities as

q= Max {\/(‘Icc + q ) + (qgtcﬁ - q(cxsﬂ)za

@ = a2 + (a2 + 42} (12)

The Hamiltonian is invariant under the coordinate transfor-
mations ¢} = ¢; + ¢ with a constant ¢ for all j, and, under
the reversal of coordinates, q&} = —¢; for all j. g is invariant
under thesc transformations. By ¢} = /2.— ¢;, cos¢; and
sin ¢; are interchanged. We also make variable transforma-
tions x" =y, y' = x. We require that M (¢|x, y) and M (¢'[y, x)
are the same functional form since frs should be invariant
under coordinate transformations. Then, we obtain

qcc‘]ss

vV QSS ’
Ss

gcs = 0. (13)

Occ — qee = Oss — Gss»

Thus, we obtain Q.. = Qs = %v gec = gss> gsc = 0. By ¢; =
—¢j, sing;cos¢; changes its sign, and we require that
M(¢|x,y) and M(¢'|x, —y) are the same functional form,
and then Q. = 0 follows. By the Markov chain Monte Carlo
simulations, we observe that QCC ~ QLL ~ l /2 and Qs =~
0. AS for gccs, for o< B, gl —qss c ¢+l ~0, or
gl + il ~0. ¢ ~ gl By ¢! =7/2— ¢/, the latter
becomes the former. Theoretlcally, both cases of @ < 8 and
B < « are taken into account for g.s. That is, for o # B, g

should be deﬁned as Z cos ¢® sin ¢#. Thus, numerical

result qcs + ch ~0 conﬁrms the theoretical result g.s = 0,
and the assumption ge.qss > (%)2 is satisfied. Also, if
necessary, by transforming variables, the other assumptions
gec > 0, gss > 0 are satisfied.

Also, numerically solving the SPEs for g, gss, and g
with Q.. = Qs = % QO = 0, we obtain g.. >~ g5 and ges =~
0. Taking these results into account, we set g.. = ¢ss and
ges = gsc = 0 and obtain

q = 2qcc. (14)

In the Appendix, we prove that g obeys the same equation as
that derived by Sherrington and Kirkpatrick [10]:

q—l—’ﬂ\[/ Ei@:; (15)

ksT\ 2

I, is the nth order modified Bessel function of the first kind.
The critical temperature is 7, = J/2 below which the spin
glass phase appears.

III. NUMERICAL SIMULATION

Here, we show numerical results. In this paper, we set J =
1 and then 7, = 0.5.

A. Spin glass order parameter g
1. XY model

Now, let us explain our method of numerical calculations.
We use the replica exchange Monte Carlo (REMC) method.
We prepare 48 sets and 96 sets of temperature for N = 100
and 500, respectively, and a replica is assigned to each tem-
perature. We call it a temperature replica. The temperature T
ranges from 0.02 to 0.96 with the increment AT = 0.02 for

=100 and AT = 0.01 for N = 500, respectively. In order
to calculate g, we prepare another set of replicas. Two sets
of replicas are denoted by « and B, respectively. The initial
values of {¢;} of all replicas are set to values in [0, 27) ran-
domly. For N = 100 (500), we exchange temperature replicas
every 5000 (1000) Monte Carlo (MC) sweeps. One MC sweep
corresponds to N updates of spins. The number of exchanges
is 10000. After 500 exchanges, at each temperature, we
calculate the time average of g using 100 sets of phases of
XY spins for the last 100 MC sweeps during 5000 and 1000
MC sweeps for N = 100 and 500, respectively. We denote
this average by ¢. Then we take the average of ¢ over 9500
exchanges, which we regard as the thermal average (g). At
each temperature, the sample average of (g) and its standard
deviation are calculated. The number of samples is 30 and 5
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FIG. 2. ¢ dependence of the sample average of ¢ in the phase oscillator network. (a) N = 100. (b) N = 200. (c) N = 500.

for N = 100 and for 500, respectively. We show the results of
the temperature dependence of ¢ in Fig. 1(a) for N = 100 and
in Fig. 1(b) for N = 500. The solid curves are the theoretical
results at the thermodynamic limit of N = oco. The theoretical
curves look straight, but they are slightly curved. The black
circles are the sample average of ¢ and the error bars are the
standard deviation. The theoretical curves and the computer
simulation results almost agree with each other at 7 < 0.3
forN = 100 and at T < 0.4 for N = 500, respectively. There-
fore, it is expected that the agreement between the theoretical
curves and the simulation results becomes better as N is
increased, and the critical temperature will be 7, = 0.5, which
is the theoretical result.

2. Phase oscillator network

We adopt the same definition of g by Eq. (4) as in the XY
model. The computer simulation is carried out by the follow-
ing method. In order to integrate Eq. (2) numerically, we adopt
the Euler method with time increment Az = 0.02. Since the
Hamiltonian is not defined for the phase oscillator network, it
is impossible to use the REMC method. Therefore, in analogy
to the simulated annealing method, the relaxation calculation
is carried out while gradually lowering o from 1.5/ /2
to zero with the increment Ao = 0.01/7 /2 for N = 100,
Ao = 0.0054/7/2 for N = 200, and Ao = 0.000125/7t /2
for N = 500. In this paper, we also call this the simulated
annealing method. At each o, we evolve the system until
t = 800 and calculate the time average of g using phases
of oscillators from # = 501 to 800 with time interval 1. We
denote this by g. At each o, the sample average of ¢ and

(a)

the standard deviation over samples are calculated. For this
simulated annealing method, w; (1 < j < N) is not gener-
ated for every o. Instead, first, w; with o =1 is generated
according to NV(0, 1). We denote it w; . Then, w; with o (# 1)
is defined as ow; . The initial values of ¢; (1 < j < N) at
the beginning of the simulated annealing method are chosen
randomly from [0, 277). In the simulated annealing method,
there may be cases that the relaxed state is captured at a local
minimum for ¢ = 0. In order to judge whether the relaxed
state reaches the global minimum at o = 0, we use the fact
that the phase oscillator network with o =0 and the XY
model with 7" = 0 are the same model. Concretely, we use the
following method. We prepare the same interaction for both
models. In the oscillator network, we choose two replicas with
g =~ 1 at 0 ~ 0 obtained by the simulated annealing method.
Then, we calculate g using ¢; (1 < j < N) of one of two
replicas of the phase oscillator network at o ~ 0 and ¢; (1 <
J < N) of the XY model at the corresponding temperature

T = %O’ obtained by the REMC method. If g > 0.99, it is

judged that the two replicas in the oscillator network reach the
global minimum.

By this procedure, we obtain 100 (N = 100), 100 (N =
200), and 20 (N = 500) pairs of replicas which reach the
global minimum at & ~ 0.

Using these pairs, we calculate the sample average of ¢
and the standard deviation. In Fig. 2, we display the o depen-
dence of the sample average of g with its standard deviation.
The solid curve is obtained by the theoretical formula of
q for the XY model by setting 0 =T/ /2. For 0 < 0.4
when N = 100, 0 < 0.2 when N = 200, and o < 0.17 when

(b) (©)
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FIG. 3. o dependence of the sample average of ¢,, in the phase oscillator network. (a) N = 100. (b) N = 200. (¢c) N = 500.
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FIG. 4. Local field of the XY model (N = 500). Left panel:
Spatial distribution of LFs on the complex plane. Right panel:
Probability density of LFs, P(r). (a, b) T = 0.04. (c, d) T = 0.26.
(e,)T =0.5.(g,h) T =0.6.

N = 500, the theoretical curve and the simulation results
almost agree. However, contrary to our expectation, as the
system size increases, the coinciding range of the theoretical
curve and the simulation results decreases. The reason for this
is considered to be that ¢; behaves intermittently in time as
we show later in Fig. 7.

When we observe the time evolution of the LF, this is
understood more explicitly. When o is large, the amplitudes
R;s and phases ® ;s of the LF fluctuate for some short time
scale, and for a long time scale ®;s evolve almost linearly.
See Figs. 9 and 11.

Since we have interest in behavior for long periods, it is
meaningful to observe time averaged quantities.
Therefore, we introduce the following quantity g,, for two

replicas {¢%} and {¢f}1
N o iB @4 —d") N fa iB i@ +?)
(X AGAG N[ AT
N zaiB N jagb
Zj:lAjAj Zj:IAjAj

qay = Max
(16)

T, T,
_ . ra l <& e _g 7B 1 < 8

A% = — N "ot P9 — N G950 (17)
where 7 = 300 and 7 = 500 + k. The normalization factor
Z]}LIA‘}‘A? is determined so that g,y becomes 1 when ¢7

and ¢f are equal or their difference is constant for all j. The
numerical results are shown in Fig. 3 for N = 100, 200, and
500.

We note that the theoretical result of g for the XY model
and numerical results of g,, in the phase oscillator network
agree fairly well, and as N increases the coinciding range
of the theoretical curve and the simulation results increases,
and the critical parameter will be o, = T,/ /2 when N = co.
The results of 7 dependences of ¢ in the XY model and o
dependences of ¢ in the phase oscillator network imply that
they differ by the factor 4/7 /2 in the scale of abscissa axes as
expected.

B. Local field

Now, let us study the local field p; = x; +iy; which is
defined by

N

pi= Ju e (18)
k=1

LFs move on the complex plane with time due to the thermal

fluctuation in the XY model, and in the phase oscillator net-

work they move on the complex plane with time according to

the evolution equation (2).

1. XY model

We numerically examine the spatial distribution of LFs on
the complex plane for all spins. The initial values of ¢; (1 <
J < N) are set as the final equilibrium state obtained when we
calculate g. In Fig. 4, we display the distribution of LFs on the
complex plane and the probability density P(r) of LFs, where
r = /x?+y2. To draw Fig. 4, a Monte Carlo simulation is
carried out for N = 500 and data are taken every one MC
sweep during 10 000 MC sweeps. That is, 10000 x N data are
used to draw Fig. 4. When T is low, P(r) is a volcanic shape
with a hole in the center, i.e., r = 0, and the hole gradually
closes with the increase of 7', and then it disappears and the
peak position becomes r = 0 for T > 0.5(= 7).

2. Phase oscillator network

We calculate LFs as in the XY model. The initial values
of ¢; (1 < j < N) are set as the final state obtained when
we calculate ¢g. In Fig. 5, we display the distribution of LFs
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FIG. 5. The local field of the phase oscillator network (N =
500). Left panel: Spatial distribution on the complex plane. Right
panel: Probability density P(r). (a, b) 0 = 0.04//2. (c, d) 0 =
0.264/7 /2. (e, f) 0 = 0.5./7/2. (g, h) 0 = 0.6/7 /2.

and P(r). A computer simulation is carried out for N = 500
until + = 10000, and data are taken every time interval 1 to
draw Fig. 5. That is, the number of data to draw Fig. 5 is the
same as in the XY model. As is seen from Fig. 5, with the
increase of o from zero, behavior of P(r) is the same as in
the XY model and the peak position becomes r = 0 for o >

0.57/2(= T /7 2).
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FIG. 6. Temperature dependence of the peak radius r, in the XY
model (N = 500) and o dependence of r, in the phase oscillator
network (N = 500). (a) XY model. (b) Phase oscillator.

3. Comparison of results for both models

In the LFs of the XY model, for N = 500, the T dependence
of the radius at which the probability density has a peak
is shown in Fig. 6(a). We call the radius the peak radius,
and denote it by r,. The black circles show the peak radius,
and the error bars show the radius at which the probability
density decreases by 5% from the peak. The peak radius at
T > 0.5(= T;) becomes nearly zero. In the LFs of the phase
oscillator network, for N = 500, the o dependence of the peak
radius is shown in Fig. 6(b). The circles and error bars have

(a)
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time
(b)
1 T
05 R
=
g O ‘
wv)
-0.5

100 110 120 130 140 150

time
(c)
1
0.5 N
<
g 0¢
v
-0.5 h

-1 I
100 110 120 130 140 150
time

FIG. 7. Time series of sin¢(t). N = 100. (a) Jjz = 0. (b) Jj #
0,0 =0.2.(c)Jjx #0,0 =0.3.
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FIG. 8. Time series of R;s for several oscillators. N = 200.
(a) 0 = 0.14/0.57. (b) 0 = 0.24/0.57. (¢c) 0 = 0.34/0.57. (d) 0 =
0.54/0.57.

the same meanings as in the XY model. The peak radius at
o > 0.5/7/2(= T.+/7 /2) becomes nearly zero. T and o in
which the peak radius becomes zero seem to differ by the
factor /7 /2 in the scale of abscissa axes as expected.

C. Numerical results for several quantities in the phase
oscillator network

In the phase oscillator network, in order to study the
roles of synchronous and asynchronous oscillators for the
correspondence, we numerically calculate several quantities.
First, we study the time evolution of sin¢ where ¢ is the
phase of each oscillator. In Fig. 7, we show sin¢(¢) of 20
oscillators for N = 100 during r = 0-150. In Fig. 7(a), we
set Jjx = 0, that is, ¢; = w;t + ¢;(0). In Figs. 7(b) and 7(c),
we set Jy #0, and o =0.2,/% and 0.3,/ respectively.
We note that oscillators are locked for a while and then are
unlocked, and repeat this behavior. We find that, the larger o
is, the more fluctuations of phases there are, and trajectories
behave chaotically. Next, we study trajectories of LFs for a
long time for N = 200 and 500. See Figs. 8—11. We define the
amplitude R; and phase ®; of the LFs by

Rjé‘i@j = pj = Z]jkei(pk. (19)
k

In this simulation, we adopt the simulated annealing and the
schedule is 7; = 0.7 — (I — 1) x 0.02, [ = 1-35. We obtain
the following results. When o is small, 0 < 0,1, R; and O;
are constant or periodic depending on N. The distribution
of substantial frequencies is G(@) = §(®). When o becomes
large, 0.1 < 0 < 0.2, R; behaves chaotically, and ®; has two
phases. ©; is almost constant in one phase, and it increases or
decreases rapidly in the other phase. On average, ®; evolves

% 500 1000 1500 2000 0 500 1000 1500 2000

t t
(c) (d)
5 ‘ ‘ 20 \
T A s 0 =2
i’)’ e ] 20f "
el . “of o
0. 2| ) 0. ol
J esf | | 770
-30} ] -100f M
35| ] 120
-40 -140f
-45 ‘ ‘ -160 \ \
0 500 1000 1500 2000 0 500 1000 1500 2000
t t

FIG. 9. Time series of ©;s for several oscillators. N = 200.
(a) 0 = 0.14/0.57. (b) 0 = 0.24/0.57. (¢c) 0 = 0.34/0.57. (d) 0 =
0.54/0.57.

almost linearly. When o is large enough, o, < o, ®; evolves
almost linearly. It seems that o, and o, depend on N. For N
that we investigated, o, ~ 0.1\/§ .

G(®) is one-humped and continuous, and it is impossible to
separate synchronized oscillators from desynchronized ones.
See Fig. 12.

2.6 - - - 3
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FIG. 10. Time series of R;s for several oscillators. N = 500.
(a) 0 = 0.14/0.57. (b) 0 = 0.24/0.57. (¢c) 0 = 0.34/0.57. (d) 0 =
0.5/0.57.
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FIG. 11. Time series of ©;s for several oscillators. N = 500.
(a) 0 = 0.14/0.57. (b) 0 = 0.24/0.57. (¢c) 0 = 0.34/0.57. (d) 0 =
0.54/0.57.

In the next subsection, we derive the self-consistent equa-
tions for LFs in the XY model and oscillator network by using
approximations.

D. SCE for LFs

In the oscillator network, we derive the SCE for the case
that all oscillators are synchronized. In the XY model, we
derive the SCE by using the naive mean-field approximation.

1. Oscillator network

Using R; and ®, the evolution equation is rewritten as

d .
E(bj ij—Rj sm(q)j—@j). (20)
R; and ©; are constant because all oscillators are assumed to

be synchronized. Thus, by defining ¥; = ¢; — ©;, we obtain

d .
El/sza)j—RjSIIllﬂj. (21)
The stable solution is ¥} = sin~! % where |{7] < 7. The

probability density function of phases f(; w;) is (¢ — ¥7).
Thus, the average of e/ is

2
0y — oiWi+O) | [ _ (% L0 10 (22
(€% = e |: (R]) +1Rji|e (22)
Therefore, the SCE for LFs is

N 2
. w i w i .
Rie® = Jjj,[ /11— (R—’) +iR—{/j|e'®f’. (23)
j=1 J J

We numerically solve the SCE (23) by iteration method. That
is, from {R;} and {©;} at iteration step n, we evaluate the

w w
(c) (d)
40 10
35 - 1 °r 1
sl ]
30 | 1
7 4
25 - 1 ol ]
~y)20 - 4 )5 q
G) G(w)
15 | B T 1
sl ]
10 | —
oL ]
5t /R 1 1k 1
ol 4 s I o bt 0 S
-0.25-0.2-0.15-0.1-0.05 0 005 0.1 015 02 0.25 04 -03 02 01 0 01 02 03 04
w w

FIG. 12. Probability density of substantial frequency @; of ®;,
G(@). Solid curve, N = 500; dashed curve, N =200. (a) o =
0.14/0.57. (b) 0 =0.24/057. (¢) 0 =03v0.57. (d) o =
0.54/0.57.

right-hand side of Eq. (23) to obtain {R;} and {©®;} at iteration
step n + 1. We define the distance between two configurations

(¢} and (¢} as

N
d({e;}. (¢iH =Dl — .

j=1
The convergence condition is d({¢p;(n)}, {¢;j(n + 1)}) < € for
two successive configurations {¢;(n)} and {¢;(n + 1)} with
€ = 0.01. It turns out that it is very difficult to obtain solutions
for Eq. (23) if initial conditions are taken randomly. Then,
as an initial condition, we use the numerical results obtained
by the simulated annealing method, and find that almost all
numerical results are solutions of the SCE when o is small.
For example, we find that when N = 100 and o = 0.02,/%
all 19 configurations obtained by the simulated annealing
converge by only one iteration and d({¢;(0)}, {¢;(1)}) ~
3 x 1077, that is, these configurations satisfy Eq. (23). We
regard two configurations {¢;} and {¢}} to be different when
d({9;}, {d)}}) > €. We find only two different configurations

among 19 configurations. When N = 100 and o = O.Iﬁ,
we find that 16 configurations converge by only one iteration
among 19 configurations, and all of them are regarded as the
same. However, for larger values of o, we cannot find any
solution. This is because R; and ©; are not constant and it
seems that asynchronous solutions contribute to the LFs.

2. XY model
The Hamiltonian is
1
H=— Z;ij cos(dx — ¢;) = -3 Zi:RJ- cos(pj — ©)).
J=< J

(24)
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FIG. 13. j dependences of R;. XY model. N = 100. Symbols,
different solutions among convergent solutions obtained by the itera-
tion of Eq. (26); broken line, initial condition which is the final value
of the annealing. (a) T = 0.02, three different solutions. (b) T = 0.1,
four different solutions.

Since the probability density function of phases is P(¢;) =
eﬁRj cos(d)j—@)j)

defining ; = ¢; — ©; we obtain

27Io(BR;)
. 1 2 .
<ez¢j — [ eﬁR‘,» cos wel(¢+®j)d¢
2nlo(BR;) Jo
Li(BR;) . .
_ LBR)) o, _ BR ;e u(BR)). 25)

I(BR;) '

Here, u(x) = L) Thus, we obtain

xlp(x)*

R;e'®r = ijk<el‘¢k> =B ZijRke"@ku(ﬂRk). (26)
k k

As an initial condition, we use the configuration obtained
by the simulated annealing as in the oscillator network. The
method to solve Eq. (26), the convergence condition, and the
criterion of different solutions are the same as in the phase
oscillator network. When N = 100 and 7 = 0.02, among 30
configurations, three configurations converge with ¢ = 0.01.

The numbers of iterations are rather large compared to the
oscillator network and are 29, 51, and 62 for these three
configurations, respectively. All of them are different, but it is
difficult to distinguish these three from the figure of j vs R;.
When N = 100 and T = 0.1, among 30 configurations, five
configurations converge, and the number of iterations ranges
from 50 to 70. Four configurations among five are different.
We find that convergent values and initial conditions are rather
different and this is consistent with the fact that the numbers
of iterations are large. See Fig. 13. Therefore, in this case, final
configurations by the simulated annealing for 7 = 0.1 are not
considered as the solutions of the SCEs. The reason for this
is considered to be that the naive mean-field approximation is
not valid for high temperatures.

IV. SUMMARY AND DISCUSSION

We summarize the results of this paper. We studied the
random and frustrated interaction, the SK interaction, which
is generated by the Gaussian distribution with mean zero and
standard deviation J/ /N. As for the distribution of natu-
ral frequencies g(w), we adopted the Gaussian distribution
with mean zero and standard deviation o. In order to study
whether correspondence between the two models exists or
not, we performed numerical calculations of the spin glass
order parameter ¢ and the distributions of the LFs in the XY
model and phase oscillator network. In the XY model, we
used the Markov chain Monte Carlo simulation, in particular,
the REMC method and the simulated annealing method. In
the oscillator network, we used the Euler method with time
increment At = 0.02, and also used the simulated annealing
method, that is, we integrated the evolution equation by de-
creasing o slowly. First, we summarize the results of ¢. In the
XY model, we confirmed that theoretical and numerical results
agree fairly well and found that the coinciding region between
the theoretical curve and the simulation results of ¢ increases
as N increases. For the phase oscillator network, we found
that in the o dependence of the spin glass order parameter
the numerical results agree with the theoretical curve ¢[T (0)]
of the XY model at least for lower values of o in the spin

glass phase. Here, T (o) = \/ga is the relation obtained in the

previous paper [8]. However, the coinciding region between
the simulation results and the theoretical curve decreases as
N increases, contrary to our expectation. Since ¢; behaves
intermittently in time, we introduced the order parameter g,
for the time averaged phases, and found that the coinciding
region between the theoretical curve of the XY model and the
simulation results of g,, increases as N increases.

Next, we summarize the results of LFs.

We studied the probability density P(r) of LFs, where r
is the radius of the local field in the complex plane. As T
or ¢ increases, the peak radius r, of P(r) changes from a
nonzero value to zero. This is the so called volcano transition,
and the transition points of the two models seem to corre-

spond according to the relation 7' =,/ %a. For the oscillator

network, we numerically studied time evolution of sin ¢; of
each oscillator and found that oscillators are locked for a
while and then are unlocked, and repeat this behavior. We
also numerically studied time evolution of amplitudes Rs and
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phases ®s of LFs. We found that when o is small they are
constant or periodic depending on N, and the distribution of
the substantial frequencies G(®) is the delta function §(@),
but, when o is large, R; behaves chaotically, and ®; has
two phases: in one phase ®; is almost constant, and in the
other phase it increases or decreases rapidly. On average, O
evolves almost linearly. G(&®) is one-humped and continuous.

Finally, we derived the SCE of LFs for the oscillator
network in the case that all oscillators synchronize and for
the XY model by using the naive mean-field approximation.
‘We found that for the oscillator network and XY model, when
o and T are small, configurations obtained by simulated
annealing satisfy the SCE, but when o and T are large they
do not. The reasons for the discrepancy between theoretical
and numerical results for the LFs at large 7 and o are
considered to be as follows. In the oscillator network, the
asynchronous oscillators do not contribute to the LFs for the
solvable models when the g(w) is one-humped and symmetric
with respect to its center. However, the present results imply
that asynchronous oscillators contribute to the LFs. Since
G(w) is continuous, it is difficult to separate synchronized
oscillators from desynchronized ones. In the XY model, the
present results imply that the naive mean-field approximation
is not valid except for very low temperatures. This is the same
as in the case of Ising spins. The so called Onsager reaction
field should be taken into account for the XY model as in
the Ising model. Therefore, in order to improve the present
approximations for the two models, further elaborate studies

J

are necessary, and these studies are beyond the scope of the
present paper and are left as a future problem.

Here, we discuss the reason why g,, agrees better with the
theoretical result of the XY model than the simple time average
of g in the phase oscillator network. {¢;}, local fields, and
{¢%®} behave intermittently in time. For larger o and larger
N in the spin glass phase, the intermittent behavior becomes
stronger. As is seen from Fig. 2, the agreement between the
simulation results and the theoretical curve becomes worse
for larger values of o as N is increased. Since the number
of desynchronized oscillators increases as o increases as
evidenced by Fig. 12, one of the causes of the disagreement
might be that the contribution of the desynchronized oscilla-
tors to the overlap is not evaluated appropriately due to their
intermittent behavior, and, as a result, the time average of

the overlap between {e?7®} and {e"’f'}(’)} is reduced. On the
other hand, as noted from Fig. 3, by using the time averaged
quantities {A“ ’¢r} and {A’3 i9§ }, the reduction of the overlap
due to such 1nterm1ttent behav10r seems to weaken. However,
in order to obtain a definite conclusion, more investigations
on this subject are necessary. This is left as another future
problem.
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APPENDIX

In this Appendix, we derive the disorder averaged free energy per spin and the SPEs under the ansatz of replica symmetry.

The derivation is based on Ref. [12]:

f: —]\}Lnéolli%(ﬂNn)fl 10g/d¢1 ¢ g—ﬁZaH@a), (Al)
_ B2 2 2 )
e PLHP) = exp [W Z {(Zcosc/)ﬁ‘ cosc/)f) + (Zsind:f‘ sinqbiﬂ) + (Zcosq&f‘ sin¢f>

[7:] i i i
2
+(Zsin¢f‘<>0$¢f’) —NH, (A2)
where ¢ = (@7, - - - , #%). We define the following order parameters. For o < 8,
— Z cos ¢ cos d), , g% = Z sin ¢f" sin ¢>f,
— Zcosqﬁ sin ¢l , ¢ = Zsin @ cos ¢;3,

andfora =1,---,n
o 1 2 a o
CC_NZCOS ¢i’ st_
i
Then, we obtain

- 2712
)= g [P 5 g

4

o

1 : o o
N Zsmz ¢y O =

+(0%)° +2(0%)°

1 o
N Zcos ¢ sin gy

+22 4:7)

a<p

+(q28)" + (¢28)" + (qz“f)z}]. (A3)
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Using the integral representation of § functions such as
/ L gepages i a -y Tcosstcosel) _ |
and rescaling variables as §%f — Ng2’, Q% — NQ2, etc., we obtain
f=- lim_ lim(ﬂNn)’l log { / dqu<¢+“/>}, (A4)

o= ZZ{ Agc gc + Q[sls gs + Qgs cs + i Z qcc qcc qss qss + qcs qcs + qscﬂqgcﬁ}

o a<f

+ﬁ24]2{2[( L)+ (08) +2(0a) ] +2 X [() qssﬁ)2+(QE'f)2+(q§‘f)2]},

a a<p
= zlv log{ [ / ]:[ d¢°‘} exp [— i; Z (0% cos® ¢ + Q% sin® ¢ + 0%F cos ¢ sin ¢)

—i Y Y (G2 cos g cos ¢l + G2 sin g sin ¢f + 27 cos ¢ sin ¢ + g2 sin ¢ cos ¢>lﬁ)] }, (AS5)

a<f i

NdQ“ dQ% NdQ%dQO, NdQ" dQe Nd§ldq?? NdgPaq?? Nag?Pdq®? Ndg: dq
where dg =[], ( S ) [ p (Fs e Ml b dgls Nddic dg

gration is estimated by the saddle p01nt of D4 U

). Since we consider N — o0, the inte-

f =— lim lim(BNn)'log { f dqu(‘”“’)} ~ — lim(Bn)"" extr (& + ). (A6)
N—oon—0 n—0
Now, let us consider the replica symmetric solution:
Qgc = QCCa Q(:s = Qsm Qgs = ch’ Qgc = QCCv Qgs = st Qgs = Qc& (A7)
qucﬂ = {qcc, qgsﬁ = (ss, qgsﬂ = qcs, Cigf = qCCs Ci?sﬂ = qASSv égf = chs’ Cigcﬂ = q,\sc~ (A8)

Then, by changing conjugate variables from §.c — igcc, QCC — iQCC, etc., we obtain

.1 A A A L . . .
ilir(l) ;q)RS = —(QccOcc + OssO0ss + OesOcs) + E(qcc(*Icc + GssGss + Gesqes + Gsclsc)

ﬁZJZ
+ T(Qgc + st + 2Q§s - qgc - qgs - qgs - qzc)’ (A9)

1
lim ~ s = hm—log</ [Hdd) ] ) (A10)

L =7 (Qcccos” ¢ + Oy sin” ¢ + Oc; cos ¢* sin ¢*)

+ Z(q}c cos % cos ¢P + s sin ¢ sin @F + Gos cos ¢ sin ¢F + Gy, sin @* cos ¢P). (A11)

a<f

L

By using the Hubbard-Stratonovich transformation, e" is rewritten as

eL = exp [(Qcc - %Cicc> ;COS2 ¢a + (st - %q,\ss> ; Sinz ¢o¢ + (ch - QCS i QSC) Z Sln¢ COS¢ ]

qss

A A Sest-des \ 2
Gccqss — (unzrqu) o (qcs + Qsc)
X | Dx | Dyexp | —————— E cos ¢ x + E cos % + /s E sin ¢% ,  (Al12)
where Dx = (277 )~ 1/2¢=*"/2dx. Then, we obtain

. 1 A 1 N 2 A 1 N .2 A q\cs + q\sc .
hn(l) _\IIRS = Dx Dy IOg d¢ exXp Qcc - chc COos ¢ + st - zqss s ¢ + ch - Sll’l¢ Cos ¢
n—>0n

2
Gecqss — (%) <5Icq + gsc
4+, —————cos¢px+ cos® ++/gsssing |y (A13)
\/ qss 2/qss ’
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frs is expressed as
z 1.1
Jrs = "3 }ll_l)% ;((DRS + Wgs)
1 R . . 1 ) A A
= _E —(QccOcc + OssOss + OesOcs) + z(qccqcc 4 Gssqss + Gesqes + Gscqsc)

B 2 0002 R — P — P
+_(Qcc+st + ch Gee = Gss — Yes qss)’

A 1, A Ges + Ges \ .
/Dx/Dylog/d¢eXp[<Qcc— = )cos ¢+ <QSS— 5 >sm ¢+ (ch— T) sin ¢ cos ¢

N N A A 2
Goeclss — (qcs-;qsc) qCS + qSC
+4/ ———————cos + cos ¢ + sin
\/ . ¢ x e ¢+ gsssing |y

From the extrema conditions with respect to gec, gss, Ges> gse and Occ, Oss, Ocs, We obtain

,32.]2 ﬂ2j2

Goc = ﬂ2J2q0C7 gss = ,BZJZQSSa ges = ,32]2%5, Gsc = ﬂz‘]quC’ Qcc = — O, st = — 0O, ch = ﬂZJZQCS

Thus, we have

2 2
fis =B b B o dm G- =202 + [ x [ Dytog [aomionn],

272 ﬂ22

M(plx,y) = CXP[%(QCC Gec) COS* ¢ + _(QSb Gss) sin® ¢ + B> <ch _ Ges t gsc

> >Sin¢cos¢

e \2

Gecqss — (%) qCS gsc

+ BJ q—cos¢x+,3] > ————ccos@ + /qss Sin@ |y
SS \/

From this, we obtain the following SPEs:

e = [(c0s? @)], Qs = [(sin? )] = 1 — Occ, Qcs = [(sin ¢ cos @)1,
Gec = [(cOs $)?],  gss = [(sin@)*], ges = [(sin @) (cos $)] = gsc,

[ doM@lx. y) -
]_fDx/Dy = oM@l y)

Using the above relations, frs and M (¢|x, y) are now expressed as

. J? 1
frs = —ﬁT(qSC 4 205 = 1 20e(1 = Q) —202) — 5 / Dx / Dylog / dgpM(91x. ),

272 272
i (Qcc — Gec) cOS” ¢ + p 2J

M($lx,y) = exp[ (1 = Occ — gss) Sin* @ + B2I*(Qcs — ges) sin ¢ cos ¢

+BJ %S:q“cosd)x%—ﬂJ( qs cos¢>+4/qsssm¢)i|

As discussed in the main text, Q.. = Qss = %, Ocs = 0, gec = ¢ss, and g = 0 follow. Thus, we obtain

ﬂ12
frs = Qe ﬁ /DX/DyIOg/d¢M(¢|x ¥)

2
where we omit irrelevant constants. Now, we introduce the polar coordinates, x = r cos 6, y = r sin 6. Then, we have
o= -BLp 1] /ood /2”d91 /d¢M(¢| 0)
Rs = ——¢q-. — — — re 2" r og r,0),
2 ce ,3 2 0 0
M|, 0) = =3 et Bl T cos§—).

M(olx,y) = CXP[ qcc+ﬂ1m(COS¢X+Sln¢y)}

022213-12

(A14)

(A15)

(A16)

(A17)

(A18)

(A19)

(A20)

(A21)

(A22)

(A23)

(A24)

(A25)

(A26)



CORRESPONDENCE BETWEEN PHASE OSCILLATOR ...

PHYSICAL REVIEW E 100, 022213 (2019)

By performing integration, we have

_ ﬂ]z 5 1 [ 1.2 _ﬂq
frs = — e~ ), dre” 2" rlogx[2mlo(BJ \/qecr)e™ > %]
BJ: ,  pJ? L[> i,
=5 et e 5 dre™2" rlog[2mlo(BJ \/GccT)]- (A27)
0
I,(x) is the nth order modified Bessel function of the first kind. The SPE becomes
VA B L(BJ /G 1
prge+ P L 2 WP aen) = (A28)
2 B IO(,BJ\/ qec) 2\/ qcc
Since the spin glass order parameter is ¢ = 2g.., we obtain
J
ar RN
drre—a 22V - (A29)
(/%)

This is nothing but the equation for ¢ derived by Sherrington and Kirkpatrick [10].
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